	WSB University


	Field of study: Management

	Module / course: Machine learning and deep learning

	Educational profile: General

	Education cycle: II cycle studies

	Number of hours per semester
	1
	2

	
	I
	II
	III
	IV

	Full -time studies

(L/C/lab/pr/e)
	
	
	
	16L/20C

	Part-time studies

(L/C/lab/pr/e)
	
	
	
	

	LECTURER

	Dariusz Badura PhD Dsc Eng.

	FORM

	Lectures, classes

	COURSE OBJECTIVES


	Acquaintance with: basic issues and methods of machine learning artificial intelligence, a variety of advanced methods based on deep learning, i.e. learning based on a multi-layer or multi-stage model.

	Course outcome
	References to outcomes
	Description of learning outcomes  
	Verification of learning outcomes

	
	Field-related learning outcomes 
	Area-related  learning outcomes 
	Knowledge

	MaDeepLe_K01
	Z2_W03
	S2A_W01

S2A_W02


	Knows and understands in depth new main directions of development of tools and techniques of data analysis based on machine and deep learning in the field of management.
	Open test of knowledge acquired during the lecture and implemented on the e-learning platform

	MaDeepLe_K02
	Z2_W04
	S2A_W02


	Knows and understands in depth the methodology of scientific research, including advanced research methods based on machine and deep learning, appropriate for the discipline of management and quality science, as well as the principles of creating models based on artificial intelligence methods
	Open test of knowledge acquired during the lecture and implemented on the e-learning platform

	
	
	
	Abilities

	MaDeepLe_A03
	Z2_U02
	S2A_U02

S2A_U03


	Can formulate simple management research problems and verify hypotheses based on models using artificial intelligence, machine and deep learning, while maintaining critical assessment and the ability to present information
	Assessment of task performance as part of exercises based on activity and prepared reports


	
	
	
	Social competences

	MaDeepLe_S04
	Z2_K01
	S2A_K01

S2A_K06


	Is ready to critically assess knowledge and received content about the processes of building analytical models and recognize the importance of knowledge in solving cognitive and practical problems using artificial intelligence, machine and deep learning
	Discussion on the lecture and forum of the e-learning platform

	
	
	
	
	

	Students’ own workload  (in didactic hours 1h did.=45 minutes)** 

	Full- time
Participation in lectures = 16h

Participation in classes = 20h

Preparation to classes = 18h

Preparation to lectures = 14h

Preparation to an examination = 20h

Project tasks =

e-learning =

Credit/examination = 4h

others  (indicate which) = 
TOTAL: 92h

ECTS points: 3,5

Including practical classes:3,5
	Part-time

Participation in lectures = 

Participation in classes = 

Preparation to classes = 

Preparation to lectures = 

Preparation to an examination = 

Project tasks =

e-learning =

Credit/examination =

others  (indicate which) = 

TOTAL:

ECTS points:

Including practical classes:



	PREREQUISITES


	Knowledge of data structures, algorithms, object oriented Java or Python programming

	COURSE CONTENT

(Division into contact hours and e-learning)

	Contact hours:

Lecture

· Basic concepts related to machine learning and artificial intelligence (representation learning, generative learning discriminative algotithms e.t.c.); ethical problems (1 hour)

· Types of machine learning (Supervised learning, Unsupervised learning, Reinforcement learning, Self learning, Feature learning, Sparse dictionary learning, Anomaly detection, Association rules) (2 hours)

· Learning models (Artificial neural networks, Decision trees and forest, Support vector, machines, Regression analysis, Bayesian networks, Genetic algorithms) (4 hours)

· Model assessment methods (1 hour)

· Basic features of deep learning + libraries and frameworks (1 hour)

· Boltzmann machine and RBM based models: Deep Belief Network, Deep Boltzmann Machine, (2 hours)

· Convolutional Neural Networks - basics, types, application for image recognition (2 hours)

· Stack Denoising Neural Networks (1 hour)

· Deep Recurrent Network (LSTM networks) (1 hour)

· Generative (1/2 hour)

· Development directions deep learning - other solutions (1/2 hour)
Classes

· Acquaintance with the objectives of data analysis and determining the principles of the problem, getting to know the process of building a model based on machine and deep learning
· Acquaintance with Colab platform

· Construction of the analysis model

· Use of the SciKit-Learn library

· Use of the NumPy and TensorFlow libraries

· Construction of the classifier using TensorFlow-Keras

· Classifier quality assessment

· Learning developed models

· Model of convolutional neural networks

	LITERATURE

(compulsory reading)


	· Ian Goodfellow and Yoshua Bengio and Aaron Courville : Deep Learning; An MIT Press book; www.deeplearningbook.org.

· Deep Learning Tutorial, Release 0.1. LISA lab, University of Montreal, June 29, 2015 http://deeplearning.net/tutorial/deeplearning.pdf.

	OPTIONAL LITERATURE
	· S.Ryza et.all:.Advanced Analytics with Spark, ISBN 9781491912768 2015. https://pdfs.semanticscholar.org/e443/3908c9baa5eb67572085087ebd642681fa1a.pdf.

· Aurelien Geron: Hands On Machine Learning with Scikit and TensorFlow. Gliwice, Helion, ISBN 9781491962299 2019.
· https://colab.research.google.com .

	TEACHING METHODS

(Division into contact hours and e-learning)

	Contact hours:
Lecture - Slideshow, sample program demonstration, traditional whiteboard method

Classees - Group problem solving method

E-learning: not applicable

	TEACHING AIDS
	

	PROJECT

(if implemented in the framework of a classes module)
	not applicable

	METHOD OF ASSESSMENT

(Division into contact hours and e-learning 


	Assessment of activity during the lecture 

Open test, positive implementation of tasks and problem development

	FORM AND CONDITIONS OF ASSESSMENT
	Test on the e-learning platform (min.50%)

Positive assessment of all reports


* L-lecture, C- classes lab- laboratory,  pro- project, e- e-learning

